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PeterRec (SIGIR2020)

Parameter-efficient transfer from sequential behaviors for user modeling and recommendation. SIGIR2020
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PeterRec (SIGIR2020)

How we do these insertion?

Parameter-efficient transfer from sequential behaviors for user modeling and recommendation. SIGIR2020
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PeterRec (SIGIR2020)

• The first work achieving transferable recommendation between domains

• Shared information is need for ID mapping between domains
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Conure (SIGIR2021)

‘一人一世界’

A person has different roles to play in 
different life scenes！But all these roles 
may have some commonalities, such as 
personalization, habits, preference.

One Person, One Model, One World

One Person, One Model, One World: Learning Continual User Representation without Forgetting. SIGIR2021
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Conure (SIGIR2021)

Catastrophic Forgetting！

Parameter
Changes

Last hidden 
Vector Changes

How Conure does:

One Person, One Model, One World: Learning Continual User Representation without Forgetting. SIGIR2021
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Conure (SIGIR2021)

(a)
Standard 

Transfer Learning

(b)
PeterRec

(c)
Conure

(d)
multi-task learning 

(MTL)

Model Comparison:

One Person, One Model, One World: Learning Continual User Representation without Forgetting. SIGIR2021
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Conure (SIGIR2021)

• The first work proposing lifelong learning in recommendation

• Shared information is still need

One Person, One Model, One World: Learning Continual User Representation without Forgetting
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CLUE (ICDM2021)

Learning transferable user representations with sequential behaviors via contrastive pre-training. ICDM2021
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TransRec

The first Recommender System regime enabling effective transfer across 
modalities & domains!

TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback. 2022/06
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TransRec

TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback. 2022/06
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TransRec

a. TransRec performs consistently better than its training-from-scratch version, i.e., TFS.
b. TransRec performs better than ID-based methods as well.

Result:

TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback
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MoRec (SIGIR2023)

MoRec vs. IDRec

a. Fails when users and items have few interactions, e.g., the cold-start setting.

b. Pre-trained IDRec is not transferable across platforms given that userIDs and itemIDs are in 

general not shareable in practice.

c. Pure IDRec cannot benefit from the technical advances in other communities NLP and CV.  

IDRec’s weaknesses : 

MoRec’s potential: 

a. MoRec is comparable to or even surpass IDRec in no-cold setting.

b. MoRec build connections for RS and other communities and inherit their latest advances.

c. Pre-trained MoRec can transfer across domains even without shared information.

Where to Go Next for Recommender Systems? ID- vs. Modality-based Recommender Models Revisited
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MoRec (SIGIR2023)

Illustration of  IDRec vs MoRec. The only difference is the item encoder. 

• IDRec uses an item ID embedding matrix.

• MoRec uses the pre-trained modality encoder.

Illustration of  DSSM and SASRec.

Where to Go Next for Recommender Systems? ID- vs. Modality-based Recommender Models Revisited
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MoRec (SIGIR2023)

MoRec vs IDRec (Regular Setting) Accuracy with different pre-trained ME in 

MoRec. 

Diverse pure modal-based 

dataset

Where to Go Next for Recommender Systems? ID- vs. Modality-based Recommender Models Revisited
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NineRec

Modality-only TransRec is 

hard to learn on

E-commerce dataset 

where price matters a lot

E-commerce Single Scenario Pre-extracted Modality Single Modality

Existing datasets pose a major obstacle for Transferable Recommender Systems!

Amazon GEST Behance

Title: 
Mike Tomlin: 

Steelers ‘accept 
responsibility’ for 
role in brawl with 

Browns

Category: 
Sport

…

MIND

Interaction from a single 

scenario suffer from  

semantic insufficiency for 

Transfer learning

Large representation  gap 

between RS and CV&NLP

is difficult to remove

Single textual or visual 

information struggles to 

reflect the user preference
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NineRec

A large-scale benchmark dataset for 
exploring MoRec’ transferability between 

non-overlapping domains

Pre-train

Transfer

 Dataset scale:

 No user overlap across targets

 Raw text and image

 Item from video platform:

• Interact mainly depend on content itself

• Multiple targets across domain & platform 

• Diverse & semantically rich topics

• 1 source: #User: 2M, #Item: 140k 

• 9 targets: #User: 2k-20k, #Item: 1k-

8k 

NineRec: A Benchmark Dataset Suite for Evaluating Transferable Recommendation. 2023/09
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PixelRec

A large-scale benchmark dataset for pure 
image-centric MoRec

 Dataset scale:

 High-resolution raw image
 Rich features
 Diverse content topics

• 200 million user-image interactions
• 30 million users
• 400,000 high-quality cover images

PixelRec: An Image Dataset for Studying Recommendations from Raw Pixels. 2023/09



Westlake University

Meeting Presentation ContentsModality-based Transfer

Adapter-based TransRec

Exploring Adapter-based Transfer Learning for Recommender Systems: Empirical Studies and Practical Insights. 2023/05

How to transfer in an efficient manner?

Modal-based transfer for downstream domains may heavy cost!
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Adapter-based TransRec

Exploring Adapter-based Transfer Learning for Recommender Systems: Empirical Studies and Practical Insights. 2023/05

Only fine-tune Adapter networks when do transfer
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Adapter-based TransRec

Exploring Adapter-based Transfer Learning for Recommender Systems: Empirical Studies and Practical Insights. 2023/05

Text

Scenario:

Image

Scenario:

Comparable results but only 
3% parameters fine-tuned 

Still worse than fine-tuning 
all parameters 
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P5 (RecSys 2022)

Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). Recsys2022

The first task-agnostic pre-
training framework in 
Recommender System 
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P5 (RecSys 2022)

Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)

ID-based 
Prompt Engineering:
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P5 (RecSys 2022)

Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)

P5 architecture:
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LLM4Rec

Does LLM enable emergent ability for Recommender System?

Exploring the Upper Limits of Text-Based Collaborative Filtering Using Large Language Models: Discoveries and Insights
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LLM4Rec

OPT-175B

Q(i): Does RS performance respond to 
the 
continuous increase in the item 
encoder’s size?

Can the 175B parameter LLM achieve 
universal text representation?

Q(ii):

Fine-tuned 125M Frozen 
175B

>

Will recent prompt engineering based RS 
utilizing ChatGPT challenge MoRec with 
LLMs?

Q(v):

better

Q(iv): How close is the LLMs to a universal 
recommendation model?

Q(iii): Can the 175B parameter LLM easily beat the 
simplest ID embedding based models (IDCF)?

Exploring the Upper Limits of Text-Based Collaborative Filtering Using Large Language Models: Discoveries and Insights
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Find our GitHub: 

Pre-training and transfer 

learning in Recommender 

Systems

Updated collection about：

招实习！科研助理！博后！
支撑大模型训练！

https://github.com/westlake-repl/Recommendation-Systems-without-Explicit-ID-Features-A-Literature-Review


THANKS
Fajie Yuan

2023/09/23 


