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ID Overlapping-based Transfer

PeterRec (SIGIR2020)

Language Model Adapted model to solve NLP task
{e g., BERT or GPT} (e.g., fine-tuning output for Q&A)
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UserlD: 007xx p\
—— .‘. Source : (u, x%),where x* = {x¥ x¥,..x%},
where x{ denotes the t—th interacted iten of user u

Age: 25-35 o
Profession: programmer M

Life Status: unmarried . . .

A St ik sl yout G Target : (u, y) where y is the supervise Label in the target dataset
Tag: straight, beauty, Chinese, Al, Kung fu, sports

Parameter-efficient transfer from sequential behaviors for user modeling and recommendation. SIGIR2020



ID Overlapping-based Transfer

PeterRec (SIGIR2020)
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Pretrained wodel is treated as the peach Tree.

Parameter-efficient transfer from sequential behaviors for user modeling and recommendation. SIGIR2020



ID Overlapping-based Transfer

PeterRec (SIGIR2020)

How we do these insertion?

LI
lnput

@) original  (b) sevial v (c) serial v/ (d) parallel vV (e) parallel x 6 mp

W'JP LT

Parameter-efficient transfer from sequential behaviors for user modeling and recommendation. SIGIR2020
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PeterRec (SIGIR2020)

The first work achieving transferable recommendation between domains

Shared information is need for ID mapping between domains



ID Overlapping-based Transfer

Conure (SIGIR2021)

AMazon Facebooke

— A—HH

A person has different roles to play in
different life scenes ! But all these roles
may have some commonalities, such as
personalization, habits, preference.

Gender: Male

One Person, One Model, One World

One Person, One Model, One World: Learning Continual User Representation without Forgetting. SIGIR2021
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Conure (SIGIR2021)

Catastrophic Forgetting!

Parameter
Changes

1 2 3 4 5
x

(a) Only training Ty (b) After Training Ty

Last hidden
Vector Changes

(c) Only training T} (d) After training T»

One Person, One Model, One World: Learning Continual User Representation without Forgetting. SIGIR2021

How Conure does:

it et

(b) Retrain T:‘.I \ (d) Prune T:ZI \ (P TrainT= ‘I

i ¢

(a) Prune T4

(¢) Train T= (e) Retrain T2



ID Overlapping-based Transfer

Conure (SIGIR2021)

Model Comparison:

L = TL T2 T ™
b o o d o o d B o o [} o d S e B T2 = T4
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Pars FT ?/ ET r /?/P,R&T -

T T P,R&T
/// ?/ /?/iP,R& Tl ?/
(a) (b) (c) (d)
Standard PeterRec Conure multi-task learning

Transfer Learning (MTL)

One Person, One Model, One World: Learning Continual User Representation without Forgetting. SIGIR2021
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Conure (SIGIR2021)

*  The first work proposing lifelong learning in recommendation

e Shared information is still need

One Person, One Model, One World: Learning Continual User Representation without Forgetting
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CLUE (ICDM2021)
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Learning transferable user representations with sequential behaviors via contrastive pre-training. ICDM2021
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TransRec

Modality-based Transfer

The first Recommender System regime enabling effective transfer across
modalities & domains!

Source Domain

D Item with modality a, e.g. textual modality D Item with modality b, e.g. visual modality

Target Domain

(a) Transferring Process of TransRec

______________________

Textual modality transfer learning:
only serve other text RS.

[ " .
Visual modality transfer learning:

only serve other image RS.

(b) Transfer of Single Modality Methods

TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback. 2022/06
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TransRec

Textual Item Encoder
BERT

Visual Item Encoder
ResNet-18

LA £

Stage 1 Optimization Stage 2 Optimization

Fine-tuning

Transfer to Target Domains
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(a) Pre-training on Source Domain

TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback. 2022/06
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(b) Fine-tuning on Target Domains



Modality-based Transfer

TransRec

Result:
Domain ‘ Modality | Metric IDRNN IDCNN IDRec TES TransRec Improv.
HR@5 0.0109 0.0112 00117  0.0249 0.0285 14.46%
. . NDCG@5 0.0063 0.0067 0.0068  0.0160 0.0177 10.63%
TN-mixed Mixed HR@10 0.0129 0.0195 0.0210  0.0428 0.0478 11.68%
NDCG@10 0.0062 0.0094 0.0100  0.0213 0.0239 12.21%
HR@5 0.0134 0.0159 0.0153  0.0208 0.0271 30.20%
TNovideo e NDCG@5 0.0093 0.0098 0.0092  0.0131 0.0173 30.06%
& HR@10 0.0201 0.0265 0.0267  0.0336 0.0424 26.19%
NDCG@10 0.0114 0.0133 0.0125  0.0173 0.0221 27.75%
HR@5 0.0105 0.0123 0.0105  0.0303 0.0358 18.15%
NDCG@5 0.0063 0.0078 0.0062  0.0192 0.0227 18.23%
TN-text Text HR@10 0.0189 0.0220 0.0192  0.0500 0.0597 19.40%
NDCG@10 0.0089 0.0109 0.0090  0.0255 0.0303 18.82%
HR@5 0.0059 0.0057 0.0023  0.0115 0.0146 26.96%
Doutin Image NDCG@5 0.0037 0.0035 0.0014  0.0073 0.0090 23.29%
& HR@10 0.0096 0.0100 0.0035  0.0205 0.0259 26.34%
NDCG@10 0.0049 0.0049 0.0018  0.0101 0.0126 24.75%

a. TransRec performs consistently better than its training-from-scratch version, i.e., TFS.
b. TransRec performs better than ID-based methods as well.

TransRec: Learning Transferable Recommendation from Mixture-of-Modality Feedback
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MoRec (SIGIR2023)
MoRec vs. IDRec

IDRec’'s weaknesses :

a. Fails when users and items have few interactions, e.g., the cold-start setting.

b. Pre-trained IDRec is not transferable across platforms given that userlDs and itemIDs are in
general not shareable in practice.

c. Pure IDRec cannot benefit from the technical advances in other communities NLP and CV.

MoRec’s potential:

a. MoRec is comparable to or even surpass IDRec in no-cold setting.
b. MoRec build connections for RS and other communities and inherit their latest advances.
c. Pre-trained MoRec can transfer across domains even without shared information.

Where to Go Next for Recommender Systems? ID- vs. Modality-based Recommender Models Revisited
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MoRec (SIGIR2023)

L-1 loss 2 3 Loy

[tem , ) (" Lilo
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—
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BEST NIBVENDYERNES DT-Layer DT: Dimension Transformation \ Embedding) |

.

DSSM (<u, i> pair)

lllustration of IDRec vs MoRec. The only difference is the item encoder. |||ystration of DSSM and SASRec.
. IDRec uses an item ID embedding matrix.
. MoRec uses the pre-trained modality encoder.

Where to Go Next for Recommender Systems? ID- vs. Modality-based Recommender Models Revisited



Modality-based Transfer

MoRec (SIGIR2023)

Diverse pure modal-based
dataset

| :
1 Label: Conscious choice Comments: 481

]
1 Text Description:
| Lined Borg-collar Denim Jacket

1 Producer: (Anonymous for privacy)
| Publication time: 8-19

o Lo NN \Duration: 6m1ss _ _ _ _ _ _ g
(a) Ttem cases on ImageNet1K. (b) Ttem cases on HM. (c) Ttem cases on Bili.
DSSM A ) el
Dataset ~ Metrics ‘ S5 SASRec Improv. ¢ ig_g_ MIND —— D
‘IDRec BERT},se RoBERTap,se IDRec BERT;.1 BERTh,e RoOBERTap,q @15.0
£150 o , . ‘ .
vnp  HR@10 | 3.58 2.68 3.07 17.71 18.50 18.23 18.68 +5.48% Glove — TextCNN  OPTizsu  BERTuoy  BERTsman  BERThase ROBERTans:
NDCG@10 | 1.69 1.21 1.35 9.52 9,94 9.73 10.02 +5.25% 5,0 gm
S B e e s ——r T T 1
| IDRec ResNet50 ~ SwinT ~ IDRec ResNet50  Swin-T Swin-B ?6-4| D
HM HR@10 4.93 1.49 1.87 6.84 6.67 6.97 7.24 +5.85% % Reshet1s ResNet34 ResNet50 Swin-T Swin-B
NDCG@10 | 2.93 0.75 0.94 4.01 3.56 3.80 3.98 -0.75% &35 g
O Qe e e e T
Bili HR@10 1.14 038 0.57 3.03 2,93 3.18 3.28 +8.25% 27 --- D
x 2.
NDCG@10 | 0.56 0.18 0.27 1.63 1.45 1.59 1.66 +1.84% £ aeNetia ResNet3d ResNetS0 ST T
MoRec vs IDRec (Regular Setting) Accuracy with different pre-trained ME in
MoRec.

Where to Go Next for Recommender Systems? ID- vs. Modality-based Recommender Models Revisited



Modality-based Transfer

NineRec

Existing datasets pose a major obstacle for Transferable Recommender Systems!

_______________________________________________________________________

1 \ 1 ! 1 [ \
| CATS : | | Behance Community Art Data ' ' / Title: |
| CATS ! | (——— | M /' Mike Tomlin: !
i “‘\}-. A i ' | e S R ST ' ' / Steelers ‘accept 1
: - v _/- . L 7_: . : : nonymized, ‘vevs-onofa\a’gernroouetsrydalase\ \ \ !/ responsibility’ for :
| : I : Basic statistics : : " role in brawl with :
: 1 : 1 Users: 63,497 I I Browns I
' | ' ! o Ml l : r“ """"" { :
' ' ' ! !
| | : | Metadata | |  Srvermerdgtonrits | Category: .
: ! : ! e i ' ﬂ Sport !
! : ! : ! i ‘ :
1
: Amazon . : | : ! MIND i
N . ! \ \ e . 7
E-commerce Single Scenario Pre-extracted Modality Single Modality
Modality-only TransRec is Interaction from a single Large representation gap Single textual or visual
hard to learn on scenario suffer from between RS and CV&NLP information struggles to
E-commerce dataset semantic insufficiency for is difficult to remove reflect the user preference

where price matters a lot Transfer learning



Modality-based Transfer

NineRec

A large-scale benchmark dataset for
exploring MoRec’ transferability between
non-overlapping domains

» Dataset scale:
* 1 source: #User: 2M, #ltem: 140k
* 9O targets: #User: 2k-20k, #ltem: 1k-

> Noser overlap across targets
» Raw text and image

» Item from video platform:

* Interact mainly depend on content itself
* Multiple targets across domain & platform

* Diverse & semantically rich topics

Bili_Food
(Food Channel)
Image:

Description:
[SI0] HEAEBR
AEE+TFEH

Description:
#RTUHE #RTTE
o #HEX

NineRec: A Benchmark Dataset Suite for Evaluating Transferable Recommendation. 2023/09

Bili_500K/2M
(Main Channel)

Dcscripﬁo;l:
BYXFWA, RER
= EE BB

SEBNMEAN LT

Description:

TEERREHES

5% BE{E— KT HBRE...

Description:
AITRSARERE, &
TR RARE AR —AR..

Pre-train

Image:

Description:
mEET, £H5HR!
AAEtk, ikesim..

|~ Transfer




Modality-based Transfer

PixelRec

Amazon

A large-scale benchmark dataset for pure — :
image-centric MoRec H D ’ £ '
Sc’ e - \./ =

Price $7.33 $3.80 $4.18 $500 $6.99 $6.99 $13.99
» Dataset scale:

* 200 million user-image interactions
* 30 million users 4
* 400,000 high-quality cover images
» High-resolution raw image
» Rich features
» Diverse content topics

PixelRec: An Image Dataset for Studying Recommendations from Raw Pixels. 2023/09



Modality-based Transfer

Adapter-based TransRec

How to transfer in an efficient manner?

Adapters (1) Adapters (2) Adapters (3) Adapters (n)

Sports [ Technology ] [ Education ]

\dar

4
Main Pre-train Recommender
Channel Model
\4

Fine-tune

Sports [ Technology ] [ Education ]

Adapted Adapted Adapted Adapted
Recommender Recommender Recommender Recommender
Model (1) Model (2) Model (3) Model (n)

Modal-based transfer for downstream domains may heavy cost!

Exploring Adapter-based Transfer Learning for Recommender Systems: Empirical Studies and Practical Insights. 2023/05



Modality-based Transfer

Adapter-based TransRec

Only fine-tune Adapter networks when do transfer

Text Encoder | Adapters
Not-So-Secret List ;N ~
ctl'lQOE;QCoHege ey=y L[ITTT] ! ey=1 — N — Zp=1
ol 2Ll ol (2] ] ® | )
4 b 2 ol 0 ev—z I:I:I:I:I ev—z > — ZV—Z
§ Qo n @ = - - c - S SR
= g =] g =2 . m : rSA ec
, ZIEl E gl o :
Winter season 3 3 a 3 %
ted to b Id ~
nono S ey=n [II1] ey=n —* — Zy=n
x
I
T Adapters
e '! \‘
——| ep=y [LTT] ep=1 — §
— > ol =
2E|lE 1N EEEE —
F=|= =2 = Ep=2 Ey=2
sTHe Jhe o = c CEC
I H I m
ol[8 8|8 BT
' 3]
b %= Cpen COTE | @=n — © — Zymy
Image Encoder User Encoder

Exploring Adapter-based Transfer Learning for Recommender Systems: Empirical Studies and Practical Insights. 2023/05



Modality-based Transfer

Adapter-based TransRec

Text
Scenario:

Image

Scenario:

Datasets Architecture Metrics FTA AdaT Difference
HR@10 32.83 3252 0.94%
SASRec+BERT (Text) NDCG@10 17.33 17.44 +0.63%
HR@10 2956 30.07 169% Comparable results but only
CPC+BERT (Text)
NDCG@10 15.81 16.12 +1.92% 0 .
MIND-=Adressa Trainable Parameters 100% 2.23% -97.71% 3 A) param eters f| ne-tun ed
HR@10 32.02 33.14 +3.38%
SASRec+RoBERTa (Text '
ec+RoBERTa (Text) NDCG@10 16.95 17.54 +3.36%
HR@10 29.90 30.64 +2.42%
CPC+RoBERTa (Text) NDCG@10 15.86 16.20 +2.10%
Trainable Parameters 100% 1.95% -98.05%
] HR@10 29.00 27.66 4.59%
SASRec+ViT (Image) NDCG@10 25.61 2436 -4.88%
] HR@10 26.56 25.29 “4.78%
CPCAVIT (tmage) NDCG@10 22.09 21.49 2727 Still worse than fine-tuning
H&M-»Amazon Trainable Parameters 100% 2.82% -97.18% | I
o Amaz
SASRec+MAE (Image) HR@10 28.10 25.67 8.61% all param eters
NDCG@10 22.92 21.99 -4.05%
HR@10 27.50 25.18 “8.44%
CPC+MAE (I X
*MAE (Image) NDCG@10 23.51 21.83 7.14%
Trainable Parameters 100% 2.82% -97.18%

Exploring Adapter-based Transfer Learning for Recommender Systems: Empirical Studies and Practical Insights. 2023/05
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LLM-based Transfer

P5 (RecSys 2022)

Sequential Recommendation

1find the purchase history list of user_15466:
4110 -> 4467 -> 4468 -> 4472

I wonder what is the next item to recommend to the user. Can you help
me decide?

Rating Prediction

[Whal star rating do you think user_23 will give item_7391?

Explanation Generation

Help Hong "Old boy”" generate a 5-star explanation about this product:
OtterBox Defender Case for iPhone 3G, 3GS (Black) [Retail Packaging] J

(=)

you can protect your prescious
iphone more safe

The first task-agnostic pre- , —
o o . Review Summarization "
t r a I n I n g f r a m e Wor k I n Give a short sentence describing the following product review from

Mom of 3 yo girl:

Recommen der Sys tem First it came with the packaging open and then as soon as my son

took it out it was so easily broken. Hopefully a little glue will fix it.

broke immediately

Direct F

Pick the most suitable item from the following list and recommend
to user_250: \n 4915, 1823, 3112, 3821, 3773, 520, 7384,
7469 ,9318 , 3876, 1143, 789, 595 , 3824 , 3587 , 10396 , 2766 ,
7498 , 2490 , 3232, 9711 , 2975 , 1427 , 9923 , 3097 , 3594 ,
6469 , 9460 , 6956 , 9154

Muilti-task F ining with F i Prompt C

Zero-shot Generalization to New Product & Personalized Prompt

Predict user_14456 's preference about the new product
( 1 being lowest and 5 being highest ) : \n title : Hugg-A-Moon
\n price : 13.22 \n brand : Hugg-A-Planet

Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5). Recsys2022



LLM-based Transfer

P5 (RecSys 2022)

user_id: 7641 user_name: stephanie ‘Which star rating will user_{{user id}} give item_ {{item_id}}?
item_id: 2051 (1 being lowest and 5 being highest)

item_title: SHANY Nail Art Set (24 Famouse Colors
Nail Art Polish, Mail Art Decoration)

ID-based
Prompt Engineering:

review: Absolutely great product. I bought this for my fourteen year Based on the feature word {{feature word}}, generate an i
old niece for Christmas and of course I had to try it out, thenm T explanation for user {{user_id}} about this product: i
tried another one, and another one and another one. So much fun! {{item_ritle}} i
I even contemplated keeping a few for myself! i
star_rating: 5 |

summary: Perfect!
explanation: Absolutely great product

[

feature_word: product Give a short sentence describing the following product review
from {{user_name}}: {{review}}

[ (a)

Sequential Recommendation raw data for Beauty

user_id: 7641 user_name: Victor :
purchase_history: 652 -> 460 -> 447 -> 653 -> 654 -> 655 -> 656 -> B |
- 657 Here is the purchase history of user_{{user_id}}:
next_item: 552 {{purchase_history}} i
candidate_items: 4885 , 4280 , 4886 , 1967 , 870 , 4281 , 4222 , What to recommend next for the user? |

4BBT , 2892 , 4888 , 2879 , 3147 , 2195 , 3148 , 3179 , 1951 ,
, 552 , 2754 , 2481 , 1916 , 2822 , 1325

Direct Recommendation raw data for Beauty

user_id: 256 user_name: moriah rose

target_item: 520

random_negative_item: 9711 Choose the best item from the candidates to recommend for

2 = 5
candidate_items: 4915 , 1823 , 3112 , 3821 , 3773 , 528 , 7384 , (LR AT T )
7469 , 9318 , 3876 , 1143 , 789 , 595 , 3824 , 3587 , 10396 ,
. 2766 , 7498 , 2490 , 3232 , 9711 , 2975 , 1485 , 8051

Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)



LLM-based Transfer

P5 (RecSys 2022)

P5 architecture:

<t1> | [<t2> | | <tas |[<ta>| [<t55] | <to> <ts> | | <t9> | [<t10>| [<t125| [ct125| [<ta3>| [<t14s| [<t155] [<t16>

t t t t t t t t t t t t t t t t t t

Bidirectional Text Encoder ’ Autoregressive Text Decoder

t t t t t t t t t t t t t t t t
k. (] ] ] ] ()] ) (=] [z ] (] ][] ] (2] [ u

Position Emb. | <p1> || <p2> | <p3> |<p4>: ‘<p5> <pb> | | <p7> |<p8>_ <p9> {<p1@>J <p11>J <pl2> ‘<p13>| <pl4> |<p15>_ _<p16>|
+ + + + + +

+ + + + + + + + +

.
Whole-word Emb. | <ut> <wd>| [<ws>| [ <w6> | | <w?> | <us> || <w9s | <w1e> | [<w1>]

Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)



LLM-based Transfer

LLM4Rec

Does LLM enable emergent ability for Recommender System?

o
DTL
i ¥~

0, [T17 L1 0y

Dot Product
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e Ung
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) ests MILPs
m

2

H-@

Transformer Layer

(
! hum%m i,

h, h,
* Large Language t
Iltem ] Item Ite Model Item User
Encoder Encoder Encoder T Encoder Embed
£ 2  mEmmmremm——==a [}

L] t I Best places to retire | J
V1 @ vz @ e U @ L _on the East Coast. | vi @ 8 i

LMo ool e

(a) SASRec (b) DSSM

B

e n

Exploring the Upper Limits of Text-Based Collaborative Filtering Using Large Language Models: Discoveries and Insights



LLM-based Transfer

LLM4Rec

Q(i): Does RS performance respond to  Q(ij): Can the 175B parameter LLM achieve@(iv): How close is the LLMs to a universal

the universal text representation? recommendation model?
continuous increase in the item

encoder’s size?
g
6a /\/\/ ~ OPT-1758

Model MIND HM QB

Random __ 0.02 0.01 0.18
[[175Buwe 013 039 430 |
T75Buan 2024 1111 20.90

51 —— MIND
4.45 —— HM

B — Bil Fine-tuned 125M > Frozen
{:,v‘ ﬂzﬁg“_@% 'i‘% b»\QJ PP \.\4’ 1758

Q(iii): Can the 175B parameter LLM easily beat the Q(v): Will recent prompt engineering based RS

simplest ID embedding based models (IDCF)? utilizing ChatGPT challenge MoRec with
LLMs?
Data SASRec DSSM Data Task 1-HR@ | Task 2.HR@ 10
IDCF 175B™® 6B | ID | 175B® 66B"7 [ Random ChatGPT TCFi755™ TCFeea” || Random ChatGPT  TCFi75™ TCFen”
MIND 2005 2024 P1.07 [399 [ 2.83 327 M 3500 208 318 o0& | 106 1 %0 o0
HM 12.02 11.24 [13.29 |6.79 | 2.09 2.35 Bili 2500 2451  77.64 8105 | 1000 850 70.80 73.34
Bili 701 688 |[815 [227 [ 200 2.01 better

Exploring the Upper Limits of Text-Based Collaborative Filtering Using Large Language Models: Discoveries and Insights
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. . . westlake-repl
FI n d O u r G ItH u b ° LUJ AR 17 followers @ China [ westlake-repl@outlook.com
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