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Future Data Helps Training: 
Modeling Future Contexts for 

Session-based Recommendation



• Session-based	(aka	Sequential)	recommendation	Apps:	
Short-videos (Tik Tok, Weishi, Kuaishou)
Music (Tencent music，Yahoo!	Music)	&	News
Movie	clips （You	Tube,	Netflix）
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• Related	work:
• Markov	chain:	Long	long	ago
• RNN/LSTM: GRURec[1,	2]			2016-2018
• CNN	:	Caser	[3],	NextItNet [4]		2018-2019
• Attention	:	Transformer	[5]	2018-2019
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[1] session-based recommendations with recurrent neural networks.  ICLR 2016
[2] Personalizing Session-based Recommendations with Hierarchical Recurrent Neural Networks. arXiv2017
[3] Personalized Top-N Sequential Recommendation via Convolutional Sequence Embedding. WSDM2018
[4] A Simple Convolutional Generative Network for Next Item Recommendation. WSDM2019
[5] Next Item Recommendation with Self-Attention. ICDM2018



• Session-based rec:	Top-n	item	recommendation	
• Offline:	NDCG,	MRR,	MAP,	Pre@10,Rec@10
• Online:	UV,	VV,	PV,	CTR,	DAU
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• RNN/LSTM: GRU4Rec[1],	Improved	GRU4Rec	
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[1] session-based recommendations with recurrent neural networks.  ICLR 2016

pros: good for modelling seq
cons: bad for utilizing GPU



• CNN:	Caser[1]
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[1] Personalized Top-N Sequential Recommendation via Convolutional Sequence Embedding. WSDM2018

Pros:	good for	using	GPU
Cons: max pooling	 loses	some	
information,	 shallow	layers



• Dilated	CNN:	NextItNet[1]
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[1] A Simple Convolutional Generative Network for Next Item Recommendation. WSDM2019

Pros:	
CNN	structure-model	parallelism
Residual	block:	deeper	&	stronger
Dilated CNN:	longer	and	better



• Attention[1]
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[1] Self-Attentive Sequential Recommendation. ICDM2018

Pros: better for utilizing GPU
Cons: quadratic complexity，particularly
for longer sequeces



• Training	Method	(Left-to-Right-Style)	for	Long	Sequences
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Future Data Helps Training:

Data augmentation & Autoregressive

No future data is used when
modeling a prediction function
during training!



• Is a	strict	order	necessary? Seems Not

Future Data Helps Training:

My watching session in Tik Tok

Fine to me if changing the playing order



• Is a	strict	order	necessary?

Future Data Helps Training:

phone-->phone case--> earphone--> screen protector 

My purchase session in Alibaba

An alternative purchase session for me

phone--> screen protector --> earphone--> phone case

phone--> earphone--> screen protector --> phone case

Also fine to me!



• Modelingtwo-side contexts

Future Data Helps Training:

Modeling Future interactions could help build better prediction function
Allievate data sparsity

• Modeling	two-side	contexts	straightly	causes	data	leakage

𝑥"	𝑓𝑜𝑙𝑙𝑜𝑤𝑠	𝑥)
seen by the encoder



• Other	trivial	methods:

Future Data Helps Training:

• Drawbacks
(1) Using the same set of parameters to model two side contexts is not accurate
(2) Modeling the left & right context separately is suboptimal, and has mutual interference



• Other	trivial	methods:	
two-way NextItNets (tNextItNets) 
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Forward NextItNet Backward NextItNet

Drawbacks: 
training & inference has discrepancies since
backward network is useless during inference 



• Our	solution:	GRec
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NextItNet-style
Decoder

BERT-style
Encoder

Causal CNN

Non-causal CNN



• Our	solution:	GRec

Future Data Helps Training:

projector



• GRec:
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masked items previous items items without mask

Masked items are predicted given its previous items and other items without masking



• Grec vs.	NextItNet:
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• Connections:
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Similar to BERT with a useless decoder Similar to NextItNet, with a useless encoder



• Generality :
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• Datasets:
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• Results	compared	with	baselines:
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• Convergence	Results:
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• Results	with	different	gap-filling	percentage:
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• Results	with/without	projector:
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• Results	with	different	encoder	or	decoder	networks:



• Thanks!
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