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Q(iv): Several key challenges that remain unexplored for 
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Illustration of IDRec vs MoRec.
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Binary cross entropy loss

Item cases on 
datasets. 



Background and Motivation

Framework and Training Details

Experiments and Findings

Future Works

Overview



Q(i):

• Q(i): Equipped with strong modality encoders, can MoRec be 
comparable to or even surpass IDRec in no-cold setting? 



Q(i):

MoRec vs IDRec (Regular Setting) 

• Q(i): Equipped with strong modality encoders, can MoRec be 
comparable to or even surpass IDRec in no-cold setting? 



Q(i):

• Q(i): Equipped with strong modality encoders, can MoRec be 
comparable to or even surpass IDRec in no-cold setting? 

MoRec vs IDRec (Warm Item 
Settings) 
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• Q(ii): Can the recent technical advances developed in NLP 
and CV fields translate into accuracy improvement in MoRec? 

Accuracy with different pre-trained ME in 
MoRec. 
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E2E vs TS with additional MLP 
layers 
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Q(iv):

• Q(iv): Several key challenges that remain unexplored for 
MoRec training.

co-training ID and modality. 
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3. Improved networks;
4. Scale up training data
5. Large Language Models: ChatGPT,
GPT4

Future Works

1. Text, vision, voice 
and video 

2. Multimodal MoRec
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